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Summary
It is possible to write the continuous-time IMU kinematics in the form

Ṫ = GT + TU, (1)

which is a matrix-valued ODE linear in T ∈ SE2(3). Assuming that G,U are constant, this ODE can be integrated
exactly to produce the following discretization scheme,

Tk = exp(∆tG)T exp(∆tU) (2)

≜ Gk−1Tk−1Uk−1. (3)

Not only is this extremely compact and tractable, but we have also gotten rid of a typical assumption: that the
IMU attitude is constant over the integration interval ∆t. Left- and right-Jacobian derivations also become greatly
simplified, and the left-Jacobian is fully independent of the state and input, including biases.

The biggest gain occurs during preintegration. Pages of algebra are replaced with a single step, obtained by directly
iterating (3)

Tj =

(
j−1∏
k=i

Gk

)
Ti

(
j−1∏
k=i

Uk

)
, (4)

and the result is far more tractable than [1].
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1 Introduction
The typical roboticist is familiar with the somewhat cumbersome, nonlinear kinematic equations that relate IMU
measurements to the rate of change of a body’s position, velocity, and attitude,

Ċab(t) = Cab(t)(ωb(t))
∧, (5)

v̇zw/a
a (t) = Cab(t)ab(t) + ga, (6)

ṙzwa (t) = vzw/a
a (t), (7)

where ωb, ab denote the gyroscope and accelerometer measurements, respectively, without any bias or noise. These
equations must be discretized for any practical use. Lightening the notation, the standard discretization scheme used
throughout the literature [1] is the following1:

Ck = Ck−1 exp(∆tω∧
k−1), (8)

vk = vk−1 +∆tg +∆tCk−1ak−1, (9)

rk = rk−1 +∆tvk−1 +
∆t2

2
(g + Ck−1ak−1). (10)

Such a discretization involves two assumptions: 1) that the body-frame acceleration and angular velocity are held
constant over the integration interval ∆t and 2) that the body attitude C(t) is also constant over this interval. For IMUs
with high rates relative to their motion profile, these assumptions have been shown to be appropriate.

Extended poses of the form

T =

 C v r
0 1 0
0 0 1

 ∈ SE2(3) (11)

have often been used to represent the collective attitude-position-velocity state. Writing a continuous-time process
model of the form Ṫ = F(T,u), has typically been done in a non-compact component form, effectively implementing
equations (8) - (10). This is not only cumbersome, but also requires the Jacobians, as well as preintegration, to be
computed in a non-compact form. The work in [2, 3] achieves something close with a discrete-time process model of
the form

Tk = Γk−1ϕ(Tk−1)Υk−1 (12)

however, ϕ(T) is still a function that operates on the internal components of T. This document will present the IMU
process model in a slightly different, simpler way, but for the large part achieving the same benefits as [2, 3].

2 Compact Form
The continuous time IMU kinematics can be written as

Ṫ = GT + TU (13) Cω∧ Ca + g v
0 0 0
0 0 0

 =

 0 g 0
0 0 −1
0 0 0

 C v r
0 1 0
0 0 1

+

 C v r
0 1 0
0 0 1

 ω∧ a 0
0 0 1
0 0 0

 . (14)

The matrix G is always constant. The matrix U is only a function of the IMU measurements. Assuming that U
is constant between a small integration interval ∆t between IMU measurements, the solution to (13) with initial
condition Tk−1 is

Tk = exp(∆tG)Tk−1 exp(∆tU) (15)

≜ Gk−1Tk−1Uk−1. (16)

1 The subscripts and superscripts have been omitted for readability.
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The matrices Gk−1,Uk−1 can be computed in closed form by a direct series expansion of the matrix exponential

Gk−1 =

 1 ∆tg −(∆t2/2)g
0 1 −∆t
0 0 1

 (17)

Uk−1 =

 exp(∆tω∧) ∆tJℓ(∆tω)a (∆t2/2)N(∆tω)a
0 1 ∆t
0 0 1

 (18)

where an expression for matrix N(·) is given in the appendix.

3 Process model Jacobians

3.1 With respect to the state
3.1.1 Right

The right Lie Jacobian of (16), with respect to the state, can be obtained by substiting perturbation definitions

T̄k exp(δξ
∧
k ) = Gk−1T̄k−1 exp(δξ

∧
k−1)Uk−1 (19)

exp(δξ∧k ) = T̄−1
k Gk−1T̄k−1 Uk−1U−1

k−1︸ ︷︷ ︸
1

exp(δξ∧k−1)Uk−1 (20)

exp(δξ∧k ) = U−1
k−1 exp(δξ

∧
k−1)Uk−1 (21)

δξk = Ad(U−1
k−1)δξk−1. (22)

3.1.2 Left

Following an identical procedure, but perturbing on the left will yield the left Lie Jacobian, and one obtains

δξk = Ad(Gk−1)δξk−1, (23)

which is constant, and independent of the state and input.

3.2 With respect to the input
Deriving the Jacobian with respect to the input is convenient, since both the noise and bias are simple additive quantities
to this input, the Jacobians with respect to both the noise and bias can be easily obtained once the Jacobian of the input
is known. However, this procedure is slightly more complicated than deriving the Jacobian with respect to the state,
since Uk−1 is not quite an element of SE2(3). However, Uk−1 can be written as

Uk−1 =

 1 0 0
0 1 ∆t
0 0 1


︸ ︷︷ ︸

∆k−1

 exp(∆tω∧) ∆tJℓ(∆tω)a (∆t2/2)N(∆tω)a
0 1 0
0 0 1


︸ ︷︷ ︸

Ũk−1

(24)

where the matrix ∆k−1 is referred to as a “time machine” by [4], and Ũk−1 now belongs to SE2(3). Defining the
input to be u = [ωT aT]T the matrix Ũk−1 can be written as

Ũk−1 = exp (υ(uk−1)
∧) , υ(u) =

 ∆tω
∆ta

(∆t2/2)J(∆tω)−1
ℓ N(∆tω)a

 . (25)
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Following [4], it can be shown that υ can be approximated as

υ(u) ≈ ῡ +

 ∆t 0
0 ∆t

∆t3( 1
12a∧ − 1

720∆t2W) 1
2∆t2J−1

ℓ N


︸ ︷︷ ︸

Υ

[
δω
δa

]
︸ ︷︷ ︸

δu

, (26)

W = ω∧2

a + ω∧(ω∧a)∧ + (ω∧2

a)∧, (27)

where it should be noted that this is an approximation depending on the assumption of a small ∆t, and that Υ is
therefore not an exact Jacobian of υ, but rather an approximation. Nevertheless, approximating υ this way leads to

Ũk−1 = exp(υ∧) ≈ exp(ῡ∧) exp((J (−ῡ)Υδu)∧) (28)
(29)

where J (·) is the left-Jacobian of SE2(3).

3.2.1 Right

Let w = [wgT

waT

]T represent the IMU measurement noise. Since this quantity is simply additive to the IMU
measurements, δu = δw. The right Lie jacobian is obtained by perturbing the process model on the right, as well as
the noise about a zero nominal value w = 0 + δw. This leads to

T̄k exp(δξk) ≈ Gk−1Tk−1∆k−1 exp(ῡ
∧
k−1)︸ ︷︷ ︸

T̄k

exp((J (−ῡk−1)Υk−1δwk−1)
∧) (30)

δξk ≈ J (−ῡk−1)Υk−1︸ ︷︷ ︸
Lk−1

δwk−1, (31)

where Lk−1 is the right Lie Jacobian of the process model with respect to the input.

3.2.2 Left

Following an identical procedure, but perturbing on the left will yield the left Lie Jacobian, and one obtains

δξk ≈ Ad(T̄k)Lk−1δwk−1. (32)

3.3 Incorporating Bias
It is common to model the presence of a subtractive bias on the IMU measurements such that

u = ū − b + wIMU (33)

where ū represents the “nominal” IMU measurement (for which the actual sensor reading is used), b = [bgT

baT

]T is
the IMU bias, and wIMU ∼ N (0,QIMU) is the noise associated with the IMU. One can easily obtain the Jacobian of
the IMU kinematics with respect to the bias by realizing that the bias is a simple subtractive quantity to the input, and
as such, perturbing only the bias,

δξk = −Lk−1δbk−1 (right), (34)
δξk = −Ad(T̄k)Lk−1δbk−1 (left). (35)

The bias is often jointly estimated with the extended pose, in which case the full problem state becomes x = (T,b) ∈
SE2(3)× R6. The bias follows a random walk motion model, which is exactly discretized over a small interval with

bk = bk−1 +∆twbias
k−1, (36)
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where wbias ∼ N (0,Qbias). Defining δx = [δξT δbT]T, everything up until now can be summarized with the full
linearized discrete-time process model:[

δξk
δbk

]
=

[
Ad(U−1

k−1) −Lk−1

0 1

] [
δξk−1

δbk−1

]
+

[
Lk−1 0

0 ∆t1

] [
wIMU

k−1

wbias
k−1

]
(right) (37)[

δξk
δbk

]
=

[
Ad(Gk−1) −Ad(T̄k)Lk−1

0 1

] [
δξk−1

δbk−1

]
+

[
Ad(T̄k)Lk−1 0

0 ∆t1

] [
wIMU

k−1

wbias
k−1

]
(left). (38)

4 Preintegration
The compact form in (16) makes preintegration trivial, as two poses related at arbitrary times k = i and k = j can be
related by

Tj =

(
j−1∏
k=i

Gk

)
Ti

(
j−1∏
k=i

Uk

)
, (39)

= ∆GijTi∆Uij (40)

which is obtained through direct iteration. Equation (40) will be referred to as the preintegrated process model.The
term ∆Gij is constant and does not depend on the state or measurements. The term ∆Uij can be considered the
“relative motion increment” (RMI) generated from the IMU measurements.

4.1 Noise propagation
An uncertainty associated with this RMI can be defined such that

∆Uij = ∆ŪijExp(wij), where ∆Ūij =

j−1∏
k=i

∆kExp(ῡ), wij ∼ N (0,Qij), (41)

where υ is defined in (25). The only remaining task is to determine the value of Qij from the noise statistics at each
individual time step. As an intermediate step, consider a small perturbation to the IMU input δu. The RMI can be
expanded as

∆Uij ≈
j−1∏
k=i

∆kExp(ῡ)Exp(J kΥkδuk) (42)

=

(
j−3∏
k=i

∆kExp(ῡ)Exp(J kΥkδuk)

)
×∆j−2Exp(ῡj−2) Exp(J j−2Υj−2δuj−2)∆j−1Exp(ῡj−1)︸ ︷︷ ︸

∆j−1Exp(ῡj−1)Exp(Ad(∆Ū−1
j−1j)J j−2Υj−2δuj−2)

Exp(J j−1Υj−1δuj−1) (43)

... (44)

= ∆Ūij

j−1∏
k=i

Exp(Ad(∆Ū−1
k+1j)J kΥkδuk) (45)

= ∆ŪijExp

(
j−1∑
k=i

Ad(∆Ū−1
k+1j)J kΥkδuk

)
︸ ︷︷ ︸

wij

, (46)
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where J k ≜ J ℓ(−ῡk). Substituting δuk = δwk into (46) and expanding gives

wij ≈
j−1∑
k=i

Ad(∆Ū−1
k+1j)J kΥkδwk (47)

=

j−2∑
k=i

Ad(∆Ū−1
k+1j)J kΥkδwk +Ad(∆Ū−1

jj )︸ ︷︷ ︸
1

J j−1Υj−1δwj−1 (48)

= Ad(∆Ū−1
j−1j)︸ ︷︷ ︸

≜Aj−1

j−2∑
k=i

Ad(∆Ū−1
k+1j−1)J kΥkδwk︸ ︷︷ ︸

wij−1

+J j−1Υj−1︸ ︷︷ ︸
≜Lj−1

δwj−1. (49)

This naturally leads to a recursive computation scheme,

Qij = Aj−1Qij−1AT
j−1 + Lj−1Qj−1LT

j−1, (50)

which is initialized with Qii = 0.

4.2 Incorporating bias
If the IMU biases b are being estimated in addition to the extended pose, then the state can be defined as xk =
(Tk,bk) ∈ SE2(3) × R6 and the preintegration process must propagate uncertainty stemming from both the IMU
measurements and the bias random walk model. The state xk has 15 degrees of freedom (9 for the pose and 6 for the
bias), and hence a full 15 × 15 covariance matrix Qij must be maintained when incrementing an RMI. The state xk
can be preintegrated according to

(Tj ,bj) = (∆GijTi∆Uij , bi +∆bij), ∆bij ≜
j−1∑
k=i

∆twbias
k (51)

where wbias
k is noise associated with the bias random walk. The term ∆bij can be thought of as a trivial equivalent of

an RMI, but for the bias, and has a mean of 0. One can therefore define an augmented increment ∆xij = (∆Uij ,∆bij)

which will also have an uncertainty wij = [wposeT

ij wbiasT

ij ]T ∼ N (0,Qij) defined such that

∆xij ≜ (∆ŪijExp(wpose
ij ), ∆b̄ij + wbias

ij ), (52)

and the overall task is now to compute Qij as a function of the IMU noise and bias random walk noise. To this end,
consider a small bias perturbation δbk such that. The common assumption of constant IMU bias over the preintegration
period, that is δbi = δbi+1 = . . . = δbj−1, will be applied. Substituting δuk = δwIMU

k − δbi into (46) gives

∆Uij ≈ ∆ŪijExp

(
j−1∑
k=i

Ad(∆Ū−1
k+1j)J kΥkδwk +

(
j−1∑
k=i

−Ad(∆Ū−1
k+1j)J kΥk

)
︸ ︷︷ ︸

Bij

δbi

)
, (53)

where Bij has been defined as the bias Jacobian, and it is straightforward to build incrementally as measurements are
obtained since

Bij ≈
j−1∑
k=i

−Ad(∆Ū−1
k+1j)J kΥk (54)

=

j−2∑
k=i

−Ad(∆Ū−1
k+1j)J kΥk +−Ad(∆Ū−1

jj )︸ ︷︷ ︸
1

J j−1Υj−1 (55)

= Ad(∆Ū−1
j−1j)︸ ︷︷ ︸

≜Aj−1

j−2∑
k=i

−Ad(∆Ū−1
k+1j−1)J kΥk︸ ︷︷ ︸

Bij−1

+−J j−1Υj−1︸ ︷︷ ︸
−Lj−1

. (56)
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From (53), it is straightforward to show that

wpose
ij ≈

[
Aj−1 −Lj−1

] [ wpose
ij−1

wbias
ij−1

]
+
[

Lj−1 0
] [ wIMU

j−1

wbias
j−1

]
. (57)

and furthermore that

wbias
ij = wbias

ij−1 +
[

0 ∆t1
] [ wIMU

j−1

wbias
j−1

]
. (58)

There two results can be stacked to give

wij ≈
[

Aj−1 −Lj−1

0 1

]
wij +

[
Lj−1 0

0 ∆t

] [
wIMU

j−1

wbias
j−1

]
, (59)

which can be used to compute to propagate the full 15× 15 covariance matrix of wij .

4.3 Prediction using RMI
A final step is to actually predict an extended pose and its covariance, given an RMI and its covariance. This is done
with the equation (51), which can be perturbed on both the left or right,

T̄jExp(δξj) = ∆GijT̄iExp(δξi)∆ŪijExp(wpose
ij + Bijδbi) (right), (60)

Exp(δξj)T̄j = ∆GijExp(δξi)T̄i∆ŪijExp(wpose
ij + Bijδbi) (left), (61)

b̄j + δbj = b̄i + δbi + wbias
ij . (62)

A sequence of algebraic manipulations and first-order approximations then follows to yield the linearized preintegrated
discrete-time dynamics[

δξj
δbj

]
=

[
Ad(∆Ū−1

ij ) Bij

0 1

] [
δξi
δbi

]
+

[
1 0
0 1

] [
wpose

j−1

wbias
j−1

]
(right), (63)[

δξj
δbj

]
=

[
Ad(∆Gij) Ad(T̄j)Bij

0 1

] [
δξi
δbi

]
+

[
Ad(T̄j) 0

0 1

] [
wpose

j−1

wbias
j−1

]
(left), (64)

which are both of the form δxj = Aijδxi +Lijwij . The covariance of the preintegrated pose and bias is then given by

Pj = AijPiAT
ij + LijQijLT

ij . (65)
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Appendix

A Solution to linear matrix-valued ODE
Consider the matrix-valued ODE

Ẋ(t) = AX(t) + X(t)B. (66)

In the upcoming derivation, the vectorization operator x = vec(X) will be used, along with the following identities

vec(ABC) = (CT ⊗ A)vec(B), (67)

vec(AB) = (1 ⊗ A)vec(B) = (BT ⊗ 1)vec(A), (68)
A ⊕ B = A ⊗ 1 + 1 ⊗ B, (69)

exp(A ⊕ B) = exp(A)⊗ exp(B). (70)

The general solution to the ODE now follows as

ẋ(t) =
(
(1 ⊗ A) + (BT ⊗ 1)

)
x(t) (71)

= (BT ⊕ A)x(t) (72)

x(t) = exp((BT ⊕ A)t)x0 (73)

= (exp(BTt)⊗ exp(At))x0 (74)
= vec (exp(At)X0 exp(Bt)) , (75)

X(t) = exp(At)X0 exp(Bt). (76)

B Expression for the N matrix
The matrix N(·) is defined as

N(ϕ) = 2

∞∑
n=0

1

(n+ 2)!
(ϕ∧)n, (77)

= 2

(
1

2!
1 +

1

3!
ϕ∧ +

1

4!
ϕ∧2

+
1

5!
ϕ∧3

+ . . .

)
. (78)

and it can be shown that this is equivalent to

N(ϕ) = aaT + 2(
1

ϕ
− sinϕ

ϕ2
)a∧ + 2

cosϕ− 1

ϕ2
a∧a∧, (79)

and N(0) = 1. In [4] it is apparently stated that a first-order approximation to N(ϕ) is given by

N(ϕ̄+ δϕ) = N(ϕ̄) +
1

3
δϕ∧. (80)

C Adjoint and inverse expressions for Gk,Uk matrices
The “increment matrices” Gk,Uk are both of the form

X =

 C a b
0 1 c
0 0 1

 ∈ IE(3) (81)
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where C ∈ SO(3), and form a group under matrix multiplication. which is a group that will arbitrarily be called the
Incremental Euclidean group of dimension n, IE(n). The inverse of an element of IE(n) is given by

X−1 =

 CT −CTa CT(ca − b)
0 1 −c
0 0 1

 . (82)

The adjoint matrix of an arbitrary element of this group is defined in this document to be the unique matrix Ad(X)
such that

(Ad(X)ξ)∧ = Xξ∧X−1 (83)

where ξ∧ is the belongs to the Lie algebra of SE2(3). Note that there is a subtle difference from the usual definition
of the adjoint matrix, which would require that ξ∧ belong to the Lie algebra of IE(3). Nevertheless, Ad(X) is given
by

Ad(X) =

 C 0 0
a∧C C 0

−(ca − b)∧C −cC C

 . (84)

It is straightforward to show that the increment matrices Gk,Uk therefore have the following inverses.

G−1
k =

 1 −∆tg −(∆t2/2)g
0 1 ∆t
0 0 1

 , (85)

U−1
k =

 ΩT −∆tΩTJℓa ∆t2ΩT(Jℓ − N(∆tω)a)
0 1 −∆t
0 0 1

 (86)

where Ω = exp(∆tω∧).
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